
Neural Networks learn Representation Theory:
Reverse Engineering how Networks perform Group Operations

Bilal Chughtai, Lawrence Chan, Neel Nanda





Mystery: Why do models grok?





Methodology: Apply mechanistic interpretability 



Inspiration: Mechanistic Interpretability

● Goal: Reverse engineer neural networks
● Hypothesis: Models learn human-comprehensible algorithms and can be 

understood, if we learn how to make it legible
● Models learn circuits, algorithms encoded in the weights
● Motivation: A deep knowledge of circuits is crucial to understand and predict 

model behaviour



Universality





Representation Theory





Reverse Engineering S5
1. Logit similarity
2. Embeddings
3. MLP activations & the MLP - Logit map
4. Ablations



Weak Universality



Strong Universality



● Models naturally learn representation theory.
● Mechanistic interpretability is useful.
● Reverse engineering a single network is insufficient for understanding behaviour in 

general.

Takeaways

Further Work
● Reverse engineering more group theoretic tasks.
● Understanding universality better in algorithmic / realistic tasks.
● Understanding network inductive biases better.


